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Abstract 
The technology advancement scaling to  Reliability,Availability and Serviceability are the three important 

parameters to be satisfied by any application. With further reduction in transistor size that leads to smaller 

dimensions, higher integration densities, and lower operating voltages, the reliability of memories is put into 

jeopardy. Single event upsets (SEUs) altering digital circuits are becoming a bigger concern for memory 

applications,and also to  prevent  errors from causing data corruption, memories are typically protected with error 

correction codes(ECC). An advanced error correction codes are used when an additional protection is needed. The 

majority logic decoder /detector codes are used for memory application because of correcting large number of 

errors, less decoding time, area consumption. The proposed fault-detection method significantly reduces memory 

access time when there is no error in the data read. The technique uses the majority logic decoder itself to detect 

failures, which makes the area overhead minimal and keeps the extra power consumption low. This technique will 

tend to correct burst errors of any length 
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     Introduction 
Memory system are protected against transient upsets 

of data bits using ECCs. Cache memory is designed 

using static random access memory (SRAM) because 

of its superior access speed.Memory applications 

should be protected from all kinds of faults for 

reliable performance. Those faults can be detected 

using Error Correction Codes (ECC). The reliability, 

availability, and serviceability (RAS) of the system to 

perform to customer expectations are a strong 

function of how the system is designed to respond to 

hard and soft failures. Soft errors  or failures are 

defined as any upset of a semiconductor device that 

does not lead to permanent damage. 

 

Existent majority logic decoding (MLD) 

solutions 
1) Plain ML Decoder 

As described before, the ML decoder is a simple and 

powerful decoder, capable of correcting multiple 

random bit-flips depending on the number of parity 

check equations.  

It consists of four parts: 

i. a cyclic shift register; 

ii. An XOR matrix; 

iii. A majority gate; and 

iv. An XOR for correcting the codeword 

bit under decoding 

 

majority logic detector 

                           

 
The input signal is initially stored into the cyclic shift 

register and shifted through all the taps. The 

intermediate values in each tap are then used to 

calculate the results of the check sum equations from 

the XOR matrix. In the cycle, the result has reached 

the final tap, producing the output signal (which is 

the decoded version of input). As stated before, input 

might correspond to wrong data corrupted by a soft 

error. To handle this situation, the decoder would 

behave as follows. After the initial step, in which the 

codeword is loaded into the cyclic shift register, the 

decoding starts by calculating the parity check 

equations hardwired in the XOR matrix. The 
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resulting sums are then forwarded to the majority 

gate for evaluating its correctness. If the number of 

1’s received in is greater than the number of 0’s, that  

would mean that the current bit under decoding is 

wrong, and a signal to correct it would be triggered. 

Otherwise, the bit under decoding would be correct 

and no extra operations would be needed on it In the 

next step, the content of the registers are rotated and 

the above procedure is repeated until all codeword 

bits have been processed. Finally, the parity check 

sums should be zero if the codeword has been 

correctly decoded. 

 

Plain MLD with Syndrome Fault Detector (SFD) 
In order to improve the decoder performance, 

alternative designs may be used. One possibility is to 

add a fault detector by calculating t he syndrome, so t 

hat only faulty code words are decoded [11]. Since 

most of the code words will be error-free, no further 

correction will be needed, and therefore performance 

will not be affected. Although the implementation of 

an SFD reduces the average latency of the decoding 

process, it also adds complexity to the design (see 

Fig. 4). T he SFD is an XOR matrix that calculates 

the syndrome based on the parity check matrix. Each 

parity bit results in a syndrome equation. Therefore, 

the complexity of the syndrome calculator increases 

with the size of the code. A faulty code word is 

detected when at least one of the syndrome bits is 

“1.” This triggers the MLD to start the decoding, as 

explained before. On the other hand, if the codeword 

is error-free, it is forwarded directly to the output, 

thus saving the correction cycles. In this way, the 

performance is improved in exchange of an 

additional module in the memory system: a matrix of 

XOR gates to resolve the parity check matrix, where 

each check bit results into a syndrome equation. This 

finally results in a quiet complex module, with a 

large amount of additional hardware and power 

consumption in the system 

Memory system schematics for ML decoder with 

SFD 

Proposed ML Detector / Decoder 
The existing methodology is based on using 

Difference-set Cyclic Codes (DSCCs). This code is 

part of the LDPC codes, and, based on their 

attributes, they have the following properties: 

 ability to correct large number of 

errors; 

 sparse encoding, decoding and 

checking circuits synthesizable into 

simple hardware; 

 modular encoder and decoder blocks 

that allow an efficient hardware 

implementation; 

 Systematic code structure for clean 

partition of information and code 

bits in the memory. 

An important thing about the DSCC is that its 

systematical distribution allows the ML decoder to 

perform error detection in a simple way, using parity 

check sums However, when multiple errors 

accumulate in a single word, this mechanism may 

misbehave, as explained in the following. 

In general, the decoding algorithm is still the same as 

the one in the plain ML decoder version. The 

difference is that, instead of decoding all codeword 

bits by processing the ML decoding during cycles, 

the proposed method stops intermediately in the third 

cycle.  

If in the first three cycles of the decoding process, the 

evaluation of the XOR matrix for all {Bj} is” 0,” the 

codeword is determined to be error-free and 

forwarded directly to the output. If the {Bj} contain 

in any of the three cycles at least a “1,” this existing 

method would continue the whole decoding process 

in order to eliminate the errors 
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MLDD DESIGN 

 

The additional hardware to perform the error 

detection is illustrated in above figure as: 

i) The control unit which triggers a finish flag when 

no errors are detected after the third cycle and 

ii) The output tristate buffers.  

The output tristate buffers are always in high 

impedance unless the control unit sends the finish 

signal so that the current values of the shift register 

are forwarded to the output. The control unit manages 

the detection process. It uses a counter that counts up 

to three, which distinguishes the first three iterations 

of the ML decoding. In these first three iterations, the 

control unit evaluates the by combining them with 

the OR1 function. This value is fed into a three-stage 

shift register, which holds the results of the last three 

cycles. In the third cycle, the OR2 gate evaluates the 

content of the detection register. When the result is 

“0,” the FSM sends out the finish signal indicating 

that the processed word is error-free. In the other 

case, if the result is “1,” the ML decoding process 

runs until the end. 

 

 
Flow chart of MLDD algorithm 

Initially the input is stored into the cyclic shift 

register and it shifted through all the taps. The 

intermediate values in each tap are given to the XOR 

matrix which is used to perform the checksum 

equations. The resulting sums are then forwarded to 

the majority gate for evaluating its correctness. If the 

number of 1’s received is greater than the number of 

0’s which would mean that the current bit under 

decoding is wrong, so it move on the  decoding 

process of t It is used to produce the accurate result of 

the MLDD. Otherwise, the bit under decoding  would 

be correct and no extra operations would be needed 

on it. Decoding process involving the operation of the 

content of the registers is rotated and the above 

procedure is repeated and it stops intermediately in 

the third  cycle. If in the first three cycles of the 

decoding process, the evaluation of the XOR matrix 

for all is “0,” the code word is determined to be error-

free and forwarded directly to the output. If the error 

contains in any of the three cycles at least a “1,” it 

would continue the whole decoding process in order 

to eliminate the errors.Finally, the parity check sums 

should be zero if the code word has been correctly 

decoded. 

. 
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Simulation results of Xilinx 
The behavioural simulation for fault secure encode 

/decoder,input is theinformation vector and output is 

the dectector which detects error in encoder.first 

information is given to the encoder and the error are 

retrived for n-bit length .  

 

 
 

Conclusion 
In this paper fault detection mechanism ,mldd has 

been presented based on ml decoding ,exhaustive 

simulation results shows that the proposed techniques 

is able to detect any pattern of n-bit length.This 

improves the of the design with respect to the 

traditional MLD approach,MLDD error detector 

modulehas beendesigned an a way that it is 

independent of code size 
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